This paper presents a novel methodology for localization and terrain mapping along a defined course such as narrow tunnels and pipes, using a redundant unmanned ground vehicle kinematic design. The vehicle is designed to work in unknown environments without the use of external sensors. The design consists of two platforms, connected by a passive, semi-rigid three-bar mechanism. Each platform includes separate sets of local sensors and a controller. In addition, a central controller logs the data and synchronizes the platforms’ motion. According to the dynamic patterns of the redundant information, a fusion algorithm, based on a centralized Kalman filter, receives data from the different sets of inputs (mapping techniques), and produces an elevation map along the traversed route in the x-z sagittal plane. The method is tested in various scenarios using simulated and real-world setups. The experimental results show high degree of accuracy on different terrains. The proposed system is suitable for mapping terrains in confined spaces such as underground tunnels and wrecks where standard mapping devices such as GPS, laser scanners and cameras are not applicable.
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1. **Introduction**

The use of Unmanned Ground Vehicles (UGVs) is common in many applications and environments. UGVs are suitable for a large variety of tasks in agriculture, search & rescue, and security missions, since they can perform tedious or dangerous tasks. For instance, a UGV can travel where humans are currently unable (e.g., Mars) or wish to avoid (e.g., mine fields). An increasingly popular mission for field robotics is terrain mapping. While in some scenarios it is possible to map the terrain using Unmanned Aerial Vehicles (e.g., [1]), the use of autonomous ground vehicles has significant advantage in others. Underground or covered terrains cannot be analyzed from the air, and the ability to sense and map the surface makes the UGV an appropriate candidate for such missions. A typical example might be the mapping of a collapsed structure after a major disaster in search and rescue mission. In such a scenario, the vehicle cannot utilize GPS data, and the performance of some sensors such as laser scanners and cameras may be limited due to the complex structure and constraints of the environment. Additional important application is mapping underground tunnels and pipes (e.g., water, sewage, oil, air-conditioning etc.) where humans cannot operate, and the use of external sensors is limited or even impossible.

One of the main challenges in the operation of ground vehicles is localization, and inaccuracy in localization leads to a significant error in mapping. Non-ideal surface conditions and external effects such as weather and/or surface irregularities increase the odds for vehicle slippage, which is undetected by a standard odometric method. In order to reduce the effect of those disturbances, models for slippage estimation were developed. One model proposes investigating the kinetic behavior of a planetary rover, with attention to tire-soil traction mechanics and articulated body dynamics when the rover travels over natural rough terrains [2]. A control method uses the estimated slip ratio value to minimize odometric errors and to limit excessive tire force. Therefore, the rover is able to successfully traverse over obstacles without digging into the soil. Another method presents an algorithm for determining the nominal driving track forces of motions along a specific path at a desired speed [3]. The latter requires sufficient information regarding the terrain explored by the vehicle. This information may be unavailable or inaccurate when traveling along an unknown or complex environment. A different approach controls each of the vehicle’s wheels independently [4]. Each wheel is equipped
with a motor and a rotation sensor such that the vehicle’s maneuverability increases while reducing odometric error. Moreover, an additional gyroscope is placed on the vehicle to further reduce the odometric errors. Successful terrain mapping requires particular algorithms and methods such as SLAM (Simultaneous Localization and Mapping) [5, 6]. SLAM is a process that simultaneously builds a map of an unknown environment and determines the vehicle’s location in that map. First, the vehicle’s controller constructs a map of its surrounding, and then determines its location by identifying distinct or well-defined features in the terrain, called landmarks. The identification and estimation of the landmarks’ position relative to the vehicle is crucial for the process. The vehicle constantly takes relative observations of the landmarks, while moving in the unknown environment. These landmarks are correlated with each other, and an error in the identification and/or localization of one landmark affects the other [7, 8]. One of the solutions for enhanced vehicle position estimation is the use of Extended Kalman Filter (EKF) in the SLAM process. The basis for the EKF-SLAM method is to determine the vehicle’s motion with a kinematic and an observation (measurements) model. Each model contains Gaussian disturbance/error parameters that evaluate the “noise” level of the model and the observation. Each time an observation is made, the landmarks and the model parameters are updated.

Here we survey only several SLAM applications out of many. Applications using SLAM with range-only sensors [9–11] and bearing only sensors [12, 13] show that a single measurement is insufficient for a reliable landmark localization. A ground robot, equipped with a 2-D Laser Range Finder (LRF), mounted at a fixed angle facing downwards, is examined for use in terrain mapping [14]. In this system, a mapping algorithm generates a 3-D map based on the range information using Hidden Markov Models. Each step is classified as navigable or un-navigable, producing a complete map that shows the safe and unsafe areas for traveling. A distributed method is proposed in [15] by using map sharing for estimating locations and improving a global map building process.

Depth cameras are also commonly used for terrain mapping. A robot, equipped with two CCD (2-D) and one PMD (Photonic Mixer Device – able to capture 3-D static images) cameras [16] is used for mapping interior rooms and hallways. Another terrain mapping method uses stereo vision technique [17, 18]. The technique produces a quality map for far objects and wide areas. For low surface terrain, such as narrow spaces, models including additional sensors such as LRF [19] provide proper solutions. A set of binary detectors [20] have been implemented to identify different objects and surface changes, producing a compact terrain map from each frame of the stereo images. The mapping algorithm labels cells that contain obstacles as no-go regions, and encodes terrain elevation, terrain classification, terrain roughness, traversability cost, and a confidence value. The single frame maps are then merged into a world map, where temporal filtering is applied. In scenarios where geometric models are difficult to measure, different solutions such as vector-field SLAM [21] and Bayesian-field SLAM [22] are proposed, where instead of using geometric models, measurable spatial fields are exploited. Another solution for a large-scale terrain is using a Gaussian-process modeling approach [23]. When sensor information is corrupted or incomplete, a Gaussian-process is applied for estimating and interpolating information across the field. The process uses the spatial correlation of the given data points to estimate the elevation values for unknown points of interest.

There is a growing interest in the SLAM research in using only interoceptive information for localization and mapping, as some applications and environments do not allow the use of exteroceptive sensors. The dependency on external sensors such as GPS or cameras is inapplicable in many cases. As a typical example consider the Spirit Mars exploration rover. The rover was equipped, among other sensors, with a stereovision panoramic camera (PanCam). The PanCam contained two CCD high-resolution cameras with special filters and infra-red sensors. In addition, the rover had two pairs of stereo black-and-white cameras under the solar panels facing to the front and the back, and a navigation camera (NavCam) with elevated 45° field of view for looking ahead. Despite this wide range of cameras and sensors, Spirit got trapped in a soft sand soil, that eventually brought the mission to its end.

The work presented in this paper uses an autonomous system, which utilizes only interoceptive sensors for terrain mapping by implementing a novel data fusion approach. As described above, the traditional SLAM methods fuse interoceptive sensing, typically odometry and IMU with exteroceptive sensing (e.g., Lidar [24, 25], camera, or depth images) to find the current pose. It then matches the information from the interoceptive and exteroceptive sensors to build a map. In our method, we enhance the interoceptive sensing by combining the redundancy of a novel vehicle with two sets of sensors and the kinematic relationship between them. This way we receive an elevation map of the terrain while reducing the localization error.

2. Hardware Configuration

In this section, we describe the hardware configuration of the UGV that enables the proposed localization and mapping methodologies.

2.1. The Redundant Dual-Vehicle Robot

The current work utilizes a design similar to the one used in [26]. This design is suitable for our proposed test experiments for algorithm validation. Different platforms (size and structure) may be applied using the proposed approach, depending on the task in hand.

The system (Fig. 1) consists of two platforms connected with an articulated mechanism.
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along the vertical axes (three joints located near to the rear platform (Platform II) enable pitch rotation along the horizontal axes (\(\alpha_4\)), yaw rotation along the vertical axis (\(\alpha_5\)) and a roll rotation along the vertical axes (\(\alpha_2\)). This connecting mechanism allows a 6-DOF relative articulation of each platform, regardless of the motion of the other platform, particularly due to unexpected changes in the surface. For instance, if the robot reaches a ramp, joints' angles \(\alpha_4\), \(\alpha_5\) of the leading platform and \(\alpha_5\) of the rear platform are affected. If, in another scenario, only one side of a platform climbs over a short obstacle (e.g., a rock), then \(\alpha_2\) is affected. Similarly, if the leading or the rear platform rotate (e.g., due to slippage), then \(\alpha_6\) or \(\alpha_4\) change accordingly. In addition, each platform contains local sensors such as encoders attached to the driving wheels for the odometric model, and incl-

Fig. 1. The research prototype. Platform size is 34 × 40 × 25 cm with a 64 cm long connecting beam.

The connecting mechanism is a three-beam structure (Fig. 2) in which a rotation sensor (e.g., encoders or potentiometers) continuously measures the position (angle) of each joint. This mechanism allows relative motion measurements of each platform in relation to the other platform.

The connecting mechanism consists of six revolute joints, each with limited stroke, to enable limited independent motion of each platform. The three joints located near to the leading platform (Platform I in Fig. 2) enable yaw rotation of the platform along the vertical axes (\(\alpha_6\)) and pitch rotation along the horizontal axis (\(\alpha_4\), \(\alpha_5\)). The three joints located near to the rear platform (Platform II) enable pitch rotation along the horizontal axes (\(\alpha_3\)), yaw rotation along the vertical axis (\(\alpha_5\)) and a roll rotation along the vertical axes (\(\alpha_2\)). This connecting mechanism allows a 6-DOF relative articulation of each platform, regardless of the motion of the other platform, particularly due to unexpected changes in the surface. For instance, if the robot reaches a ramp, joints' angles \(\alpha_4\), \(\alpha_5\) of the leading platform and \(\alpha_5\) of the rear platform are affected. If, in another scenario, only one side of a platform climbs over a short obstacle (e.g., a rock), then \(\alpha_2\) is affected. Similarly, if the leading or the rear platform rotate (e.g., due to slippage), then \(\alpha_6\) or \(\alpha_4\) change accordingly. In addition, each platform contains local sensors such as encoders attached to the driving wheels for the odometric model, and incl-

dicators, which provide data on the platforms' orientation. This redundant design provides several data sets (inputs to the fusion model) to produce an accurate localization and terrain mapping.

2.2. The Control System

The control system consists of three control units: Two Local Units (LUs) and one Centralized Control Unit (CCU). The LUs control the platforms’ motion and execute the odometric calculation for estimating the platforms’ localization (based on the wheels’ dynamics). The CCU receives the data from each platform via a Wi-Fi network, and coordinates the motion of both platforms by sending real-time commands. These commands improve the robot’s maneuverability and adjust the platforms’ motions in case of a slippage. In addition, the CCU logs the data received from all the sensors in the system. The control architecture and the design of the robot provide three modes of operation. The first two modes are manual: Dual and Single modes. In the Dual mode, the operator controls both platforms with the same command, while in the Single mode the operator controls each platform separately. These two modes are used for manually assisting the robot to overcome special obstacles and to perform sharp maneuvers in cluttered surroundings. The third mode is the Autonomous mode, which serves as the main operational mode. In this mode, the CCU sends motion commands to the two LUs according to the updated sensory data. The CCU identifies the relevant features of the terrain and the robot’s behavior, and changes the motion pattern according to the required mission. For example, if the robot is required to travel along a straight line, the CCU corrects odometric errors by adjusting the motion of both platforms in order to maintain accurate trajectory. Alternatively, if the robot is required to perform a lateral or angular motion, the CCU determines the required motion from each platform, and verifies that these motions are executed properly.

2.3. Sensor Data Acquisition

Odometric models [27] are being used to estimate the platforms’ positions based on the left and right encoders placed on each wheel. The platforms’ velocities are determined by the derivation of the momentary position of the wheels. In addition, a 6-DOF IMU provides three absolute angles of yaw (\(\psi\)), pitch (\(\theta\)) and roll (\(\phi\)) and their respective derivatives. The raw data from both platforms are restored and processed (using the data fusion algorithm) in the CCU for producing the terrain map (both on/off-line), as described in the following section. In our approach, the platforms do not directly communicate with each other, although it is possible but due to the central-

Fig. 2. The 6-DOF mechanism contains two joints for platforms’ rotation, three joints for pitch movement and one joint for roll.
3. Elevation Map Construction

As previously mentioned, this research focuses on constructing an elevation map in the x-z sagittal plane, assuming motion in the y-direction is constrained (e.g., inside a narrow tunnel or a pipe). Given the dual platform mechanism described in the previous section, the position coordinates of platform i in the x-z sagittal plane are given by

\[
\begin{align*}
x_{i,k} &= x_{i,k-1} + V_{i,k-1} \cdot \cos(\theta_{i,k-1}) \\
z_{i,k} &= z_{i,k-1} + V_{i,k-1} \cdot \sin(\theta_{i,k-1}),
\end{align*}
\]

where \( k \) is the current time step, \( V_{i,k-1} \) is the velocity command and \( \theta_{i,k-1} \) is the pitch angle of the platform relative to the horizon, computed by the IMU for platform \( i \). \( i = 1, 2 \) refers to leading and rear platforms respectively (Fig. 3).

Using data from the connecting mechanism, an estimation of the position of platform 1 (leader) relative to platform 2 (rear), denoted by \( (x_{21,k}, z_{21,k}) \), is determined using forward kinematics, given by the homogeneous transformation matrix

\[
T^6_2 = T^6_1 T^5_3 T^4_3 = \begin{bmatrix} R^6_2 & d^6_2 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

where each homogenous transformation matrix \( T^j_i \) is composed of a rotation matrix \( R^j_i \) and a translation vector \( d^j_i \). The position of the rear platform \( (x_{2,k}, z_{2,k}) \) is given by its odometric model (Eq. (1)). We call this transformation the Forward Kinematic Transform (FKT). Once this calculation is performed, two planner maps (in the x-z plan) are produced – the leading platform map produced by its odometric model, and the FKT map.

A third map is produced using a Time-Transform (TT) method. Since each platform constructs its own map along the travelled trajectory using its IMU and odometric model, and assuming that the rear platform follows the trajectory of the leading platform, each point along the trajectory is “visited” by both platforms with a time lag between them. The two maps, with the time lag can be used to generate a third map. For instance, if at time (step) \( k = 10 \) the leading platform reached the location of \( (x_{1,10}, z_{1,10}) \), after time lag \( \tau \), the rear platform reaches position \( (x_{2d,10}, z_{2d,10}) = (x_{2d,10} + \tau, z_{2d,10} + \tau) \) and in an environment with no disturbances \( (x_{1,10}, z_{1,10}) = (x_{2d,10}, z_{2d,10}) \).

In a more general way

\[
(x_{2d,k}, z_{2d,k}) = TT(x_{2,k}, z_{2,k})
\]

\[
= \begin{cases} (x_{2,k} + \tau, z_{2,k} + \tau), & k \leq k_{\text{max}} - \tau \\ (x_{1,k}, z_{1,k}), & \text{else} \end{cases}
\]  

In an “ideal” world, the three maps are identical. However, this is not the case in most scenarios. Due to the sensitivity and the noise level of the sensors, tolerances and differences in the mechanical structure (for example, different air pressure in the wheels), and odometric effects (longitudinal and lateral slippage, bumps, holes etc.), the three maps are different. In order to obtain a more reliable elevation map of the terrain, there is a need to fuse the data gathered from all sensors’ sets. For that, we use a Centralized Kalman Filter (CKF), as discussed in the following section.

4. Centralized Kalman Filter (CKF)

4.1. Fusion Algorithm

A Discrete Kalman Filter (DKF) is suitable for data fusion and filtering of systems in which the models and observations can be described by a linear connection, or when a model linearization has minimum effect on the results. In our system, the robot’s motion model is non-linear (e.g., forward kinematics is trigonometric), therefore we use an extension of the DKF known as Extended Kalman Filter (EKF). EKF is used in problems that require filtering and data fusion from different sensors with non-linear relations between their state vector variables. Sensor fusion adds some requirements compared with the standard Kalman Filter method, and several modifications have been suggested [28, 29] (i.e., sensor fusion model and estimated state mean). In our system, the CKF method is chosen due to its adaptive fusion technique. The CKF calculates the mean of the Kalman gain and the measurement vector differential equation. The Kalman gain represents the relations between the relative measurement and the predicted state estimate. When the gain is high, the filter increases the weight of the measurements; otherwise, it follows the model predictions more closely. The CKF structure is more flexible and allows the algorithm to perform an evaluation of the measurements quality, and therefore to adjust its effect at each step. By doing so, the CKF reduces the total error, as will be shown in the next sections. In our current system, the state and measurement vectors are governed by the non-linear stochastic difference equations [30]:

\[
\begin{align*}
s_k &= f(s_{k-1}, u_{k-1}, w_{k-1}) \\
m_k &= h(s_k, v_k),
\end{align*}
\]

(4)
where \( w_{k-1} \) and \( v_k \) are random variables representing the process and measurements noises. In practice, those values are unknown at each step, and the following approximated state model is being used:

\[
\begin{align*}
\dot{s}_k &= f(s_{k-1}, u_{k-1}, 0) + \dot{\theta}_{k-1}, V_{k-1} \\
\dot{m}_k &= h(s_k, 0),
\end{align*}
\]

where \( \dot{s}_{k-1}, \dot{\theta}_{k-1} \) are the robot’s positions along the trajectory, \( \dot{\theta}_{k-1} \) is the pitch angle and \( v_{k-1} \) is the velocity command. The state function \( f \) is according to Eq. (1) and the measurement function \( h \) is simply \( h(s_k, 0) = [\dot{s}_k, \dot{\theta}_k]^T \).

To estimate a process with non-linear difference and measurement relationships, a new set of linearized equations are developed:

\[
\begin{align*}
\dot{s}_k &\approx \dot{s}_k + A \cdot (s_{k-1} - \dot{s}_{k-1}) + W \cdot w_{k-1} \\
\dot{m}_k &\approx \dot{m}_k + H(s_k - \dot{s}_k) + V \cdot v_k,
\end{align*}
\]

where \( s_k, s_{k-1} \) and \( m_k, m_{k-1} \) are the actual state and measurement vectors, \( \dot{s}_k, \dot{s}_{k-1} \) and \( \dot{m}_k, \dot{m}_{k-1} \) are the approximate state and measurement vectors and \( w_{k-1}, v_k \) are the process and measurement noise random variables. The matrices \( A, W, H, V \) are the Jacobean matrices of the partial derivative of \( f \) with respect to \( s, w \) and \( h \) with respect to \( s, v \):

\[
\begin{align*}
A_{k,i} &= \frac{\partial f_i(s_{k-1}, u_{k-1}, 0)}{\partial s_j}, \quad W_{k,i} &= \frac{\partial f_i}{\partial w_j}(s_{k-1}, u_{k-1}, 0) \\
H_{k,i} &= \frac{\partial h_i}{\partial s_j}(\hat{s}_k, 0), \quad V_{k,i} &= \frac{\partial h_i}{\partial v_j}(\hat{s}_k, 0),
\end{align*}
\]

These matrices are calculated at each step for every variable in the state vector. The CKF algorithm is implemented in two steps per iteration (Fig. 4).

1. A-Priori Estimation (Prediction):
   
   The a-priori estimation step is given by
   
   \[
   \begin{align*}
   \hat{s}_{k}^- &= f(\hat{s}_{k-1}, u_{k-1}, 0) \\
P_{k}^- &= A_k P_{k-1} A_k^T + W_k Q_k^{-1} W_k^T,
   \end{align*}
   \]

covariance estimates at step \( k \) respectively. The matrices \( A_k \) and \( W_k \) are the Jacobean matrices of the partial derivatives of \( f \) with respect to \( \hat{s}_{k}^- \) and \( w_{k} \) respectively. \( w_k \) is the process white noise with normal probability distribution of \( p(w_{k}) \sim N(0, Q_k) \), where \( Q_k \) is the process noise covariance.

2. Post-Priori Estimation (Measurement update):
   
   The post-priori estimation step is given by
   
   \[
   \begin{align*}
   K_{k,i} &= P_k H_k^T (H_k P_k^{-1} H_k^T + V_k R_k^{-1} V_k^T)^{-1} \\
   \hat{s}_k &= \hat{s}_{k}^- + \frac{1}{N} \sum_{i=1}^{N} K_{k,i} \cdot (m_{i,k} - h(\hat{s}_{k}^-, 0)) \\
P_k &= \left( I - \frac{1}{N} \sum_{i=1}^{N} K_{i,k} H_k \right) P_k^-,
   \end{align*}
   \]

where \( K_{i,k} \) is the Kalman gain (blending factor) that minimizes the posteriori error covariance for each mapping technique \( (i = 1 : N) \). In our case, \( N = 3 \): Leading platform, Rear platform Forward-Kinematics Transform (FKT) and Rear platform Time-Transform (TT). \( \hat{s}_k \) and \( P_k \) are the post-priori state and error covariance estimates at step \( k \) respectively. The measurement vector \( m_{i,k} \) is determined according to Eqs. (1), (2), and the time-lag (TT)

\[
\begin{align*}
m_{1,k} &= (x_{1,k}, \nu_{1,k}) \\
m_{3,k} &= (x_{2d,k} z_{2d,k}) = FKT(x_{2,k}, z_{2,k}) \\
m_{2,k} &= (x_{2,k}, z_{2,k}) = TT(x_{2,k}, z_{2,k}),
\end{align*}
\]

where FKT is the Forward Kinematics Transform and TT is the Time Transform.

The difference \( m_{i,k} - h(\hat{s}_{k}^-, 0) \) is called the measurement innovation (or the residual). The measurement noise covariance matrix \( R_{i,k} \) is defined by

\[
R_{i,k} = \begin{bmatrix} \sigma_{i,1}^2 & 0 \\ 0 & \sigma_{i,2}^2 \end{bmatrix}, \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (11)
\]

where \( \sigma_{i,1}^2 \) and \( \sigma_{i,2}^2 \) are the measurement noise covariance parameters in step \( k \) for each platform.

The matrix \( R_{i,k} \) is dynamic and is updated during the process. The covariance represents the reliability of the measurement – the higher it is, the less confident the current measurement is. During the process, the covariance parameters are updated according to the following parameters:

\[
\begin{align*}
\sqrt{\frac{\hat{s}_{i,k}^2 - \hat{s}_{i,k-1}^2}{\nu_k}} > \epsilon_1: & \quad \text{The error between the current and the previous steps. The error (\( \epsilon_1 \)) is subjected to a significant difference between the two steps (e.g., due to noisy measurement). This verification applies for each platform independently.} \\
\sqrt{\frac{\hat{s}_{i,k}^2 - \hat{z}_{i,k}^2}{\nu_k}} > \epsilon_2: & \quad \text{The error between the different measurements according to each mapping technique. This calculation is performed at each step. Once the differences are higher than an empiric parameter (\( \epsilon_2 \)), all three \( R_{i,k} \) are being affected by increasing the standard deviation values.}
\end{align*}
\]

The matrices \( H_k \) and \( V_k \) are the Jacobean matrices of the partial derivatives of \( h \) with respect to \( \hat{s}_{k}^- \) and \( v_k \) respectively. \( v_k \) is the measurement white noise with normal probability distribution of \( p(v_k) \sim N(0, R_k) \).

As described above, the fusion procedure is defined by the measurement noise covariance matrix \( R_{i,k} \) and the Kalman gain \( K_{i,k} \) for each platform. Averaging is conducted to calculate the post-priori state and error vectors.
\[ \hat{s}_k, P_k = CKF(f, s_{k-1}, P_{k-1}, h, m_k, Q, R, w_k, v_k), \quad (12) \]

where the measurement noise covariance matrix \( R_{i,k} \) (Eq. (11)) is dynamic. In order to further enhance the performance, an adaptive velocity command is implemented. Due to gravity and the coupling mechanism between the platforms, the robot consumes more power while climbing compared with moving down, resulting in different speed. In order to maintain constant speeds, the CCU interferes with the velocity commands of the LUs when a slope (slows down) or an incline (increases speed) are detected by the IMU system.

4.2. Adaptive Model Parameters for Improved Mapping

The CKF equations, as described above, are updated every time step:

5. Experimental Results

This section describes the experimental results of the proposed system. The experiments consist of dynamic simulations and actual experiments in laboratory and real world scenarios. For validation, the mapping algorithm output is compared with the actual terrain geometry. In addition, the algorithm performance is compared with the leading platform odometric mapping results, which serve as a benchmark performance value.

5.1. Simulation Results

This section presents simulation results of several scenarios, analyzing the sensitivity of the mapping algorithm to odometric errors such as slippage, and to sensors errors such as bias and drift. In addition, the CKF algorithm calibration and robustness are examined as a preparation for the actual real-world experiments.

First, a simulation with multiple slippages of the leading and rear platform (Fig. 6) is conducted while traversing over a bump. This simulation examines the effects of multiple slippages on the raw data and the way the algorithm manages to reduce the total errors. In this scenario, the differences between the maps produced by the leading platform and the CKF are minor, with small error reduction by the CKF, mainly at the end of the bump. In the next simulation set, a white noise of the IMU simula-
Fig. 7. White noise in both IMU sensors. The CKF behaves as a low-pass filter which reduces the overall error.

Fig. 8. Multiple errors – bias in IMU measurements and multiple slippages in both platforms. While the leading platform error is constantly increasing, the algorithm manages to maintain a significantly lower error.

5.2. Indoor and Outdoor Experimental Results

This section describes the results of indoor and outdoor experiments. The purpose of these experiments is to examine the performance of the mapping algorithm in a realistic and controlled environment. At each scenario, after the robot completes its motion, the fusion-mapping algorithm produces an elevation map using the obtained raw data. Each scenario is repeated ten times and a map of the averaged results with standard deviation is produced.

The initial experimental setup includes a single bump, consisting of a 14.5 cm height with 20° slopes and a 2 m horizontal section (Fig. 10a). The total route distance is 3.7 m. Due to the bump’s structure, the robot faces four points of significant changes in the terrain. The mapping results of the leading platform and the CKF are shown in Fig. 11. The leading platform obtains different results when repeating this scenario, but the CKF manages to maintain similar outputs. In the multiple bumps scenario, the terrain consists of two different bumps. The first bump consists of 11.5 cm high with 11° slope and a 2.5 m horizontal part, and the second bump consists of 14.5 cm high with 20° slope and a 2 m horizontal section (Fig. 10b). Again, each experiment is repeated ten times at each direction. The combined mapping results are shown in Fig. 12. As shown, the CKF algorithm re-
Fig. 9. Multiple bumps simulation including errors such as sensors bias and slippage. Here, the CKF manages to decrease the error toward the second bump. In addition, the simulation shows that the error is reduced after crossing the bump due to opposing measurements (incline vs. decline).

Fig. 10. Experiments setup. Single bump (a) flat wooden plate placed of a flat road. Multiple bumps (b) the first bump is lower and longer than the second bump. Rough terrain (c) the gravel ground is constantly changing making it difficult for mapping. The terrain includes three different bumps (height and width).

Fig. 11. Single bump mapping results. The dashed and solid lines represent the average result of the leading platform and the CKF respectively. The grey and dark grey areas around those lines represent the standard deviation. The significant differences between the leading platform and the CKF is significant in the bump’s slope (greater than 60%). The average mapping error of the CKF is lower than the leading platform by around 50%.

5.3. Discussion

The results of the experiments for a single (Figs. 6 and 11) and multiple bumps (Figs. 9 and 12) scenarios are similar to the simulation forecast. Similar behaviors in the slope area (peak at the beginning of the slope) and reduced error at the end of the bump are observed. As examined in the simulation, various errors such as slippages (Fig. 6) and noisy IMU measurements (Figs. 7 and 8) provide an explanation to this behavior. When slippage occurs during extreme change of the train, in addition to IMU measurement error during slope descending, the mapping error is reduced. This error reduction is caused by gravity and the gradient of the slope [31]. During motion along the slope, the robot accelerates, which results in a shorter descent time compared with ascending the inclination. This produces the mapping error compared with the leading platform results.

The final experiment is conducted in a rough terrain environment set-up (Fig. 10c) along a 16 m trajectory that includes three natural bumps. After the robot completes its motion, the travelled surface geometry is accurately measured, using an orthogonal surface height measurement device. Due to the rough terrain, the robot tends to slip, resulting in noisy IMU measurements. Fig. 13 shows the raw data inputs and the mapping results. Although the raw data has many errors, the CKF reduces these errors and produces a map close to the surface of the real rough terrain.
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Fig. 12. Multiple bump mapping results. Again, both average error and standard-deviation are lower for the CKF case than the leading platform.

produces a complementary bias, which reduces the total error.

When the robot reaches the highest point on the ramp, it experiences a sharp pitch angle change, and a significant error is observed. The reason for this phenomenon is the rigid robot structure, which makes corners’ mapping a challenging task. Once the leading platform’s front two wheels pass the corner, it has a momentary fall in the pitch direction until the two rear wheels pass the corner. It also produces a force on the rear platform due to the linking beam. This phenomenon repeats in all the scenarios. Due to the filter’s characteristics, the CKF algorithm is less sensitive to noisy measurements, presenting better results in all scenarios. This ability also contributes to peaks measurements handling. Rough terrain experiment (Fig. 13) is performed to observe mapping behavior in more realistic conditions. This rough surface produces many slippages and sensors errors. However, the robot successfully maps the three different bumps in the terrain. In this experiment, the error plot includes many fluctuations. An explanation for this behavior is the measurements accuracy of the sensors. The sensors noise level and inner low pass filter affect the robot’s measurement quality. The IMU sensor used in our experiments comes with small SNR (Signal Noise Ratio), low resolution and increased bias. When moving along a rough terrain, constant errors are measured and the algorithm needs to be selective.

A summary of the errors calculation, expressed by $z_{relative} = \frac{1}{N} \sum |z_{Real} - z_{i}|/z_{max} [%]$, is presented in Table 1.

As shown, the CKF algorithm has 38% better mapping results than the leading platform. In addition, the CKF standard deviation (STDEV) is lower than the leading platform. This series of experiments and simulations prove the robustness and efficiency of the CKF mapping algorithm to the overall performance of the robot.

6. Conclusions

This research presents a method for terrain mapping along a pre-defined trajectory without external sensors, using two identical platforms, coupled by an articulated connecting mechanism. It specifically aims at detec-
ing irregularities in narrow environments such as underground tunnels and pipes where the use of external sensors is limited or impossible. During the terrain exploration, the robot gathers information from the two platforms and the connecting mechanism to generate three maps. The first two maps are constructed by using odometric data from the leading platform and the rear platform (time shifted), and the third map is constructed using the connecting mechanism and a forward-kinematics model. These three maps behave as input sets to a Centralized Kalman Filter (CKF) data fusion algorithm. By analyzing the quality of the measurements at each time step, the CKF grades the data according to the correlation factor, and estimates the current step values according to previous data. Once completed, an elevation map in the x-y plane of the terrain is produced. In order to examine the mapping performance of the CKF algorithm, a series of simulations and experiments with a prototype robot were conducted. The simulations include measurements and slippages errors in various environments, and multiple bumps and rough terrain surfaces. Based on preliminary results, the mapping algorithm was modified by performing adaptive velocity control and adaptive algorithm parameters, and the mapping results were compared with the results of a single platform as a reference. Based on these satisfactory results, we conclude that inertial mapping in challenging terrains is a viable solution in environments and scenarios that cannot utilize other navigation and receptive and exteroceptive sensing. The CKF algorithm is a suitable tool for data fusion in such mapping tasks. By including the dynamic model of the robot, along with slippage identification and classification, the enhanced CKF algorithm produces better mapping results. Moreover, the unique structure of the robot and the CKF algorithm design reduce the effect of slippages on the output results.

Future work will strive to construct a complete 3-D map by using a simple coverage algorithm (forward and backwards), or by utilizing multiple robots. For a complete 3-D map, additional data such as platforms’ roll and yaw angles, along with calculation of the y-axis position of the robot, should be added to the estimation model as part of the state vector variables. It is imperative to distinguish between lateral movement of each platform according to the world coordinate and the relation between each other. However, this can be achieved by using the joints angles on the connecting beam in addition to the 6-DOF IMU data mounted on each platform. The measurement noise covariance matrix will then have an additional weight parameter concerning the y-axis and its effect on the estimation procedure and the output map.

When external sensing is possible, our method does not need to completely replace current methods such as LRF or stereo vision. The information using these methods can then be fused into our maps to increase accuracy and reliability. Including additional sensors with similar data can expand the estimation model with more inputs that will enhance the estimation procedure.
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Table 1. Experiments error.
{}{\begin{tabular}{|c|c|c|c|c|}
\hline
Scenario & CKF & Leading platform & Single robot & Constant velocity torque \\
\hline
Ramp & {0.5} & {0.6} & - & - \\
& {1} & {1} & - & - \\

Bump & {0.36} & {0.5} & {0.9} & - \\
& {1.5} & {2.2} & {6} & - \\
& {2.4} & {6.66} & - & - \\
& {3.33} & {1.2} & {8} & - \\

Multiple bumps & {1} & {1.6} & - & - \\
& {1.5} & {3.5} & - & - \\
& {6.66} & {11} & - & - \\

Crosswalk & {0.6} & {0.8} & - & - \\
& {0.5} & {1.8} & - & - \\
& {5.33} & {8} & - & - \\

Rough terrain & {2} & {2.5} & - & - \\
& {5} & {16.66} & - & - \\

Total & {0.91} & {1.26} & - & - \\
& {6} & {8.4} & - & - \\
\hline
\end{tabular}}


